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ABSTRACT

Trained machine learning models are increasingly used to perform

high-impact tasks in areas such as law enforcement, medicine, edu-

cation, and employment. In order to clarify the intended use cases
of machine learning models and minimize their usage in contexts
for which they are not well suited, we recommend that released

models be accompanied by documentation detailing their perfor-

mance characteristics. In this paper, we propose a framework that

we call model cards, to encourage such transparent model reporting.

Model cards are short documents accompanying trained machine
learning models that provide benchmarked evaluation in a variety

af conditions, such as across different cultural, demographice, or phe-

notypic groups (e.g., race, geographic location, sex, Fitzpatrick skin
type [15]) and intersectional groups (e.g., age and race, or sex and
Fitzpatrick skin type) that are relevant to the intended application
domains. Model cards also disclose the context in which models

are intended to be used, details of the performance evaluation pro-

cedures, and other relevant information. While we focus primarily
on human-centered machine learning models in the apolication
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1 INTRODUCTION

Currently, there are no standardized documentation procedures to
communicate the performance characteristies of trained machine
learning (ML) and artificial intelligence (Al) models. This lack of
documentation is especially problematic when models are used in
applications that have serious impacts on people’s lives, such as in
health care [14, 42, 44], employment [1, 13, 29], education [23, 45]
and law enforcement [2, 7, 20, 34].



https://arxiv.org/pdf/1810.03993.pdf

Google Model Cara

* Content
* Process
* Experience
* Fairness

* Privacy

https://modelcards.withgoogle.com/about


https://modelcards.withgoogle.com/about

Google Model Card — Face Detection

<

Face Detection

The model analyzed in this card detects one or more faces within an image or a video

Face Detection

frame, and returns a box around each face along with the location of the faces' major

Cloud Vision API

landmarks. The model's goal is exclusively to identify the existence and location of faces
in an image. It does not attempt to discover identities or demographics.

On this page, you can learn more about how well the model performs on images with
different characteristics, including face demographics, and what kinds of images you

should expect the model to perform well or poorly on.

Overview MODEL DESCRIPTION PERFORMANCE
Limitations [ PRECISION 100%
|
Trade-offs " —
Performance
Test your own images
Provide feedback \
Explore ‘
|
” . |
o Object Detection \L
0 RECALL 100%
0 About Model Cards
Input: Photo(s) or video(s) @ Openimages @  Face Detection Datasst Benchmark
Output: For each face detected in a photo or video, the model Labeled Faces in the Wild
outputs:
« Bounding box coordinates Overall model performance, and performance sliced by different
+ Facial landmarks (up to 34 per face) image and face characteristics, were assessed, including:
+ Facial orientation (roll, pan, and tilt angles) « Derived characteristics (face size, facial arientation, and
« Detection and landmarking confidence scores. occlusion)

https://modelcards.withgoogle.com/face-detection


https://modelcards.withgoogle.com/face-detection

Hugging Face Model Cards

(i-;x Hugging Face Q. Search models, datasets, users... # Models ~ Datasets 7 Spaces ° Docs & Solutions Pricing ~= Q

bert-base-uncased @ ©like 351

@ Fill-Mask (O PyTorch 4 TensorFlow o JAX @ Rust % Safetensors /& Transformers bookcorpus wikipedia

@ English  amiv:1810.04805  bert  exbert @ AutoTrain Compatible @ License: apache-2.0

# Modelcard ‘= Files & Community i Train~ 57 Deploy ~ <> Use in Transformers

¢ Editmodel card

Downloads last menth
BERT base model (uncased) e -’\/\\J\A_,V\_
3 'y

Pretrained model on English language using a masked language

modeling (MLM) objective. It was introduced in this paper and first 4 Hosted inference API ©

released in this repository. This model is uncased: it does not make a

3 Fill-Mask Examples v

difference between english and English.
Mask token: [MASK]

Disclaimer: The team releasing BERT did not write a model card for Paris is the [MASK] of France.

this model so this model card has been written by the Hugging Face
team. Compute

e i e

https://huggingface.co/bert-base-uncased  https://huggingface.co/docs/hub/model-cards


https://huggingface.co/bert-base-uncased
https://huggingface.co/docs/hub/model-cards

Kaggle Intro to Al Ethics

* Model Details * Training Data

* Intended Use * Quantitative Analyses
* Factors * Ethical Considerations
* Metrics * Caveatsand

5 Evelluetien DEE Recommendations

https://www.kaggle.com/code/var0101/model-cards/tutorial


https://www.kaggle.com/code/var0101/model-cards/tutorial

ITOro — KapTo4ka Moaenm

*  KpaTKUi OOKYMEHT /151 3aMHTEPECOBAHHDIX JINLL s st poocis, T ues e 00

Fat i
— 1-2 cTpaHuLpbl ool oot Poucder, S8, of whichsaurates o

* YNpaBnsTb OXNOAHUSAMKU OT MOAENN Tl e e
Er‘mbrmﬂmﬂntnm' Salt 168
* [pepoTBpaTUTb HELENEBOE UCMONb30BaHNE ot megors oy e oS nig
WMWWW kA BA0E) 120000
- [pepnonaraeMoe Ucrnonb3oBaHme ok LABEL il
ProducedintheUk using o m“‘mlﬁ
- Kcnonb3oBaHHbIe Npy 06y4eHUN JaHHble Pl it
Garden City ALY 200g € %

— [paHuLbl NPUMEHNMOCTU Qe
—  Oxupaemoe Ka4ecTBo “III ”ﬂ””

https://world.openfoodfacts org/



https://world.openfoodfacts.org/product/5054775703302/chicken-liver-pate-tesco

be3onacHocTb ML-cuctem

* OO6bIYHble NPOb6NEMbI 6€30MACHOCTU CUCTEM
* + O06bl4Hble Npob61emMbl 6€30MNaCHOCTN KOMMbKOTEPHBIX CUCTEM
* +CneuundunydHbie ana ML npobnembl 6€30NacHOCTH

* bBbe3onacHocTb 0becneynmBaeTCcs Ha BCEX 3TAMNAX XKU3HEHHOTO
uMKna ML-cuctembl



[TpumMepbl cneum@uyHbix aas ML atak

° OtpaBneHue pataceTa >

* li3Bne4vyeHne NcxogHbiX 4aHHbIX -

* Kpaxa mogenen -

* ApBepcapuan aTaku B 3aga4ax KOMMNbOTEPHOrO 3peHns -
* MaHuNyInpoBaHME aNropuTMaMm PaHXUPOBAHUS >

* ATaku Ha aHcaMbnu gepeBbeB >

* [IpoxoxpaeHne PUNLTPOB > =


https://paperswithcode.com/task/data-poisoning
https://arxiv.org/abs/2012.07805
https://satoss.uni.lu/members/jun/papers/ACSAC21.pdf
https://arxiv.org/abs/2108.00401
https://arxiv.org/abs/2204.01321
https://arxiv.org/abs/2010.11598
https://isi.jhu.edu/wp-content/uploads/2022/04/Adversarial_Attacks_Against_Machine_Learning_Based_SpamFilters__IEEE.pdf
http://people.se.cmich.edu/liao1q/papers/amlspam.pdf

C=pan @ clpelfddl, RO Hemiomly ool

* Mopaenb MOXeT 6bITb NI0X0 NPOTECTUPOBAHA

* MoxeT nnoxo paboTaThb A5 KAKOr0-TO CErMeHTa
* MOXeT He BblAePXNBATb HArpy3Ky

* MoxeT He coobliaTb 06 oTKasax

* Jltoboe HapyLleHne paboTbl MOAENM MOXET MOBEYD
(OMHAHCOBbIE N penyTaLWOHHbIE PUCKN,
YIFPOXaTb XXU3HWN 1 300POBbIO

* Aewe apoHbl MOTYT yoMBaTb HE TeX TI0AEN >


https://www.theguardian.com/science/the-lay-scientist/2016/feb/18/has-a-rampaging-ai-algorithm-really-killed-thousands-in-pakistan

Ctagumn atakn — cMm MITRE ATLAS

* Reconnaissance

* Resource Development
* Initial Access

* ML Model Access

* Execution Persistence
* Defense Evasion

* Discovery

* Collection SOLVING PROBLEMS
: MITRE ‘ FOR A SAFER WORLD’
* ML Attack Staging

* Exfiltration
 Impact https://en.wikipedia.org/wiki/Mitre_Corporation


https://en.wikipedia.org/wiki/Mitre_Corporation

Adversarial Threat Landscape for Al Systems

ATLAS

The ATLAS Matrix below shows the progression of tactics used in attacks as columns from left to right, with ML techniques belonging to each tactic below. Click on
links to learn more about each item, or view ATLAS tactics and techniques using the links at the top navigation bar.

Reconnaissance Resource Initial Access ML Model Execution Persistence [%efel)se Discovery Collection ML Attack Exfiltration Impact

Development Access vasion Staging
5 techniques 7 techniques 3 techniques 4techniques 1 technique 2techniques  1technique 3techniques 2techniques  4techniques  2techniques 7 techniques
Search for Victim's Acquire Public ML Supply ML Model User Poison Evade ML = Discover ML = ML Artifact Create Proxy Exfiltration Evade ML
Publicly Available ML Artifacts Chain Inference API  |Execution Training Data Model Model Collection ML Model via ML Model
Research Compromise Access Ontology Inference
Materials Obtain Backdoor ML Data from Backdoor API Denial of ML
Capabilities valid ML-Enabled Model Discover ML | Information ML Model Service
Search for Publicly Accounts Product or Maodel Repositories Exfiltration
Available Develop Service Family Verify Attack  via Cyber Spamming
Adversarial Adversarial ML Evade ML Means ML System
Wulnerability Attack Model Physical Discover ML Craft with Chaff
Analysis Capabilities Environment Artifacts Adversarial Data
Access Data
Search Victim- Acquire Erode ML
Owned Websites Infrastructure Full ML Model Model
Access Integrity

Search Application Publish

Repositories Poisoned Cost
Datasels Harvesting
Active Scanning
Poison ML
Training Data Intellectual
Property
Establish Theft
Accounts
System
Misuse for
External
Effect

https://atlas.mitre.org/


https://atlas.mitre.org/

Adversary Tactics and Technigques

Reconnaissance

10 techniques

Resource

Development

7 technigues

ATT&CK Matrix for Enterprise

layout: side =
Initial Access Execution
9 technigues 13 technigques

show sub-techniques

Persistence

19 techniques

hide sub-techniques

Privilege
Escalation

13 technigues

Defense Evasion

42 techniques

Credential
Access

17 technigues

Active Scanning (s

Gather Victim Host
Information 4

Gather Victim Identity
Information 5

Gather Victim

Acquire
Infrastructure 7

Compromise
Accounts

Compromise
Infrastructure 7

Metwork Develop
Information Capabilities (4
Gather Victim Org Establish
Information ) Accounts
Phishing for Obtain
Information 3, Capabilities (g

Abuse
Elevation
Control
Mechanism 4

Abuse Elevation
Control Mechanism

Adversary-in-
the-Middle (5,

Https;//attack.mi’Ere.org/

Drive-by Command and Account
Compromise Scripting Manipulation 5
Interpreter g
Exploit Public- BITS Jobs
Facing Container
Application Administration Boot or Logon
Command Autostart
External Execution ;4
Remote Deploy Container '
Services Boot or Logon
Exploitation for Initialization
Hardware Client Execution Scripts (5,
Additions —
Inter-Process Browser
Phishing (s I Communication ;3 Extensions
Replication Mative API Compromise
Through = Client Software

Access Token
Manipulation 5

Boot or Logon
Autostart
Execution (14)

Boot or Logon
Initialization
Scripts (5

Create or
Modify System

Access Token
Manipulation (5,

BITS Jobs
Build Image on Host
Debugger Evasion

Deobfuscate/Decode
Files or Information

Deploy Container

Direct Volume Access

Brute Force 4

Credentials
from
Password
Stores 5

Exploitation
for Credential
Access

Forced
Authentication

Forge W«eb n


https://attack.mitre.org/

MITRE - nprMepbl aTak

Home » Studies »> VirusTotal Poisoning (@ KEY INFO

VirusTotal Poisoning

Incident Date: 2020 | Reporter. McAfee Advanced Threat
Research * DOWNLOAD DATA ~

Actor: Unknown | Target: VirusTotal

Summary

McAfee Advanced Threat Research noticed an increase in reports of a certain ransomware family that was out of
the ordinary. Case investigation revealed that many samples of that particular ransomware family were submitted
through a popular virus-sharing platform within a short amount of time. Further investigation revealed that based on
string similarity the samples were all equivalent, and based on code similarity they were between 98 and 74 percent
similar. Interestingly enough, the compile time was the same for all the samples. After more digging, researchers
discovered that someone used 'metame’ a metamorphic code manipulating tool to manipulate the original file
towards mutant variants. The variants would not always be executable, but are still classified as the same
ransomware family.

https://atlas.mitre.org/studies/AML.CS0002


https://atlas.mitre.org/studies/AML.CS0002

ObecneyeHune bezonacHocTn — NCSC, UK

Section1
Prerequisites and wider
considerations

Policies and comgpliance

Design and development
Section 2 Approach Verification and validation
Requirements and F—-— = —

development

v

Architscture
Gathering of training data
Coda for data processing

Model creation
Rigk reatreant

verilication
Rigk manitoring and review

Section 3

Deployment

Section 4
Continual [ online
learning

Section 5
End of life Ny i Lol
Rafire requi rarments

Tessonaioomt

Principles for the security of machine learning


https://www.ncsc.gov.uk/collection/machine-learning

TakcoHoMus ML Safety

Key Engineering
Safety Principles

Machine Learning
Safety Limitations

Formal Verification

Limitations in
Formal Methods

Model Transparency (Sec. 5.1)
Formal Specification (Sec. 5.2.1)
Formal Verification (Sec. 5.2.2)
Formal Testing (Sec. 5.2.3)

Inherently Safe Design

o

Dependability Limitati

Performance and
Robustness

Generalization Error

Distributional Error

Adversarial Error

Robust Network Architecture (Sec. 6.1)
Training Regularization (Sec. 6.2.1)
Pre-training and Transfer Learning (Sec. 6.2.2)
Adversarial Training (Sec. 6.2.3)

Domain Generalization (Sec. 6.2.4)

Data ing and A

Enhancing Performance
& Robustness

(Sec. 6.3)

g

Uncertainty and
Monitoring Limitation

Uncertainty

Disentanglement

Prediction Uncertainty (Sec. 7.1)
Out-of-Distribution Detection (Ssc. 7.2)
Adversarial Detection and Guards (Sec. 7.3)

Run-time Error
Detection

Taxonomy of Machine Learning Safety: A Survey and Primer


https://arxiv.org/pdf/2106.04823.pdf

YnpaBneHune pmckamy — PMBoK

* [lnaHWpoBaHMe ynpaBNeHNs pUCKaMU

* NpeHTndurKayms puckos

* Ka4yecTBeHHble aHan3 PUCKOB

* Konn4yecTBeHHbIN aHANM3 PUCKOB

* [lnaHMpoOBaHMe pearnpoBaHNS HA PUCKU

* KOHTpO/Nb pUCKOB

Risk
Management —
Planning

Risk Clualitative Risk Risk Response Risk Monitoring
Identification Assessment FPlanning and Control

S

https://www.pmi.org/learning/library/practical-risk-management-approach-8248


https://www.pmi.org/learning/library/practical-risk-management-approach-8248

KOHTPO/b PVCKOB

[onyuweHne/npuHaTmne pucka Accept

— PellaeM NpoMrHOPMpPOBaTb PUCK
(BblIroga Benuka, yulepb man, HeT pecypcoB Anst 4pyrux pelueHni)

Mepepava/pa3pgenerHune pucka Transfer

— 3annaTtum 3a To, YTOb6bl PUCKOBANM HE Mbl (CTPAXOBaHWE, ayTCOPCUHT)

CmsryeHue pucka Mitigate

—  MwuHuMuM3npyem Bpepg oT pMUCKa

36eraHue pucka Avoid

—  YMeHbllaeM BepOoATHOCTb peann3aumm pucka

https://www.pmi.org/learning/library/practical-risk-management-approach-8248


https://www.pmi.org/learning/library/practical-risk-management-approach-8248

HenpenB3aTocTh (Fairness)

° [lpegB3ATOCTb AAHHbIX

°* JTUKa

° JHAOreHHble NepeMeHHble

* Fairness B COBpeMEHHOM MOHMMAHUU

* VIHCTPYMEHTbI U CTaTbW



[ 1peaB3ATOCTb AaHHbIX

* CraTucTuyeckme 3aKOHOMEPHOCTHU B flaHHDbIX,
Ha KOTOPbl€ Mbl HE AOJ/1XKXHbI MO/1araTbCA

* W3 guckyccmm B KaHane Kypca:
— «3aKOHOaaTenbHO 3anpelleHHbIV dataleak»

* B AaHHbIX 4YaCTO BCTPEYAKTCSH 3aKOHOMEPHOCTH,
Ha KOTOpPbIE Mbl HE A0/MKHbI NofaraTbcs (Hanpumep, AaTannKn)

* HeKoTopble N3 HUX eLle N HESTUYHbI — T. €.
OUCKPUMUHUPYHOT KaKy-TO COUMabHYH rpynny



Hes3TUYHOe NoBefeHne y Mtoaen

Buknnegus: HESTUYHOE NOBEAEHME MOXHO KPATKO
OXapaKTepm30BaTb KaK Nepexod Ha IMYHOCTU, KOTOPbI CO30Q€ET
KOH(NMKTHY aTMOCEpPY N HANPSXKEHHOCTb.

Bukuneansa: nepBoHavyanbHO CMbIC/IOM C/I0Ba 3TOC 6bIN10
COBMECTHOE XWUNULLE U NpaBuia, NOPOXAEHHbIE COBMECTHbIM
NPOXWBAHMEM, HOPMbI, CriJlayMBatoLlme 0bLecTBo,
cnocobcTByrOLIME NPEOAONEHUIO MHANBUAYANU3MA U
arpeccMBHOCTM.


https://ru.wikipedia.org/wiki/%D0%92%D0%B8%D0%BA%D0%B8%D0%BF%D0%B5%D0%B4%D0%B8%D1%8F:%D0%AD%D1%82%D0%B8%D1%87%D0%BD%D0%BE%D0%B5_%D0%BF%D0%BE%D0%B2%D0%B5%D0%B4%D0%B5%D0%BD%D0%B8%D0%B5
https://ru.wikipedia.org/wiki/%D0%AD%D1%82%D0%B8%D0%BA%D0%B0

Y KOMMbIOTEPOB HET 3TUKU

¢ KOMI'IbI-OTepr He COBeEPLAKOT NMNOCTYMNKOB, Yy HUX HET u,enel7| N BOJIU

* Mopaenb MalWMHHOTIO o6yqu|/|;| HACTOJIbKO XX€ 3TU4YHa NN HESTUYHA,
HACKOJ1IbKO 3TUYHO UJTN HESTUYHO NMMUCbMO UJTN KHUT Q.

* HacTtosiwasa npobneMa MaWMHHOIO 0Oy4YeHUS — He B 3TUKE,
a B N/10Xxon paboTe ¢ NceBg03aKOHOMEPHOCTAMMU B flaHHbIX

°* HeaTnyHble MOogenn — ML-Mopenu ¢ nceBf03akKOHOMEPHOCTAMMU,
HapyLwaLWmMMm COTPYAHUYECTBO Noaen

* YacTHbIM ciy4am naoxon paboTbl C NCEBAO3aKOHOMEPHOCTAMM



3anpeTuTb MMNOPT HOBPEKCKOM HEMTU

150 million barrels

100 million barrels

50 million barrels

US crude oil imports from Norway

0 million barrels

US crude oil imports from Norway

correlates with
Drivers Kkilled in collision with railway train
Correlation: 95.45% (r=0.954509)

2001 2002 2003

2001 2002 2003

-8 Railway train collisions

2004 2005 2006 2007 2008 2009
100 deaths
sl
-
80 deaths é
-
2
=
(]
2
60 deaths
Z
=3
(]
40 deaths
2004 2005 2006 2007 2008 2009

-+ US crude oil imports from Norway

https://www.tylervigen.com/spu"r:i-:o:li.l.-s'-'éorrelations


https://www.tylervigen.com/spurious-correlations

KaK OpMYIMPOBAM paHblle

* DK30reHHble NepeMeHHbIe — HE CKOPPENMPOBAHHbIE C OLMOKON
* DHAOreHHble NepeMeHHble — CKOPPENMPOBaHHbIE C OLLIMOKOM

° npl/l‘-ll/leI SHOOIMEHHOCTU:

— [ponyuweHble CyLeCcTBEHHbIE MEPEMEHHbIE

—  OwnbKM N3MepeHnsa perpeccopoB

- CamooTbop

— OpHOBPEMEHHOCTb

— CepuinHasa Koppenauust Npn Haan4Ynum NarMpoBaHHOM

3aBMCUMOM NepPeMEHHOM CPean perpeccopoB

366ec, Mutep (2007) «<MIHCTPYMEHTaNbHbIE MEPEMEHHbIE U SHAOMEHHOCTb: HETEXHUYECKMI 0630p», KBaHTMAb, NO2, cTp. 3-20.


http://www.quantile.ru/02/02-PE.pdf

KaK @OpPMYINPYIOT cemyac

* Fairness in machine learning refers to the various attempts at correcting
algorithmic bias in automated decision processes based on machine
learning models.

* Decisions made by computers after a machine-learning process may be
considered unfair if they were based on variables considered sensitive.

* Examples of these kinds of variable include gender, ethnicity, sexual
orientation, disability and more. As it is the case with many ethical
concepts, definitions of fairness and bias are always controversial.

https://en.wikipedia.org/wiki/Fairness_(machine_learning)


https://en.wikipedia.org/wiki/Fairness_(machine_learning)

Y obuwecTtBa eCcTb 60/1bHblE TEMbI, KOTOPbIE OHO MPOCUT HE TPOraTh

Ecnuv Bawa mopenb byaeT nonaratbCa Ha NCEBAO3aKOHOMEPHOCTH,
CBSI3aHHble C 3TUMM TeMamu, y Bac byayT npobniembl C 06WeCcTBOM

ECcnv 3aKOHOMEPHOCTM XOPOLWINE — NCNONb3YNTE Ha 340POBbE
Pacy, non, BO3pacT MCNONb3YHOT B MEAULNHCKMX MOAENSIX — 3TO HOPMasbHO.
[1n10X0, eCNn TaKMe NPU3HAKN YBENMYMBAIOT OLLIMOKY Ha NoaBblbopkKe

Fairness == the "true positive rate" is identical between groups
cm Equality of Opportunity in Supervised Learning


https://arxiv.org/abs/1610.02413

[TpoBepKa oWWbKNM Ha NOABLIOOPKE

Sensitive feature  Performance metric  Faimess metric

Sex W ‘ ‘ Accuracy e ‘ | Demaographic parity difference ™ ‘
Accuracy Selection rate Demographic ... False positive r...
Overall BS. 4% 19.6% 18.3% B6.74%
Male 81.6% 25.7% 9.75%
Female 93.1% 7.36% 2.01%

False

https://github.com/microsoft/responsible-ai-toolbox/blob/main/docs/img/Fairness-SelectionRate.png


https://github.com/microsoft/responsible-ai-toolbox/blob/main/docs/img/Fairness-SelectionRate.png

IHCTPYMEHTbI U CTaTbW

* Responsible Al Toolbox (The Fairness dashboard) -

* What-if Tool >

* Fairlearn > >

* Ml-fairness-gym > >

 Attacking discrimination with smarter machine learning >
* The Trouble with Bias - NIPS 2017 Keynote >

* The Cost of Fairness in Al; Evidence from E-Commerce >

— MMwnTe 3K30reHHble nepemMeHHbIE NN NNATUTE HANOTI Ha Fairness


https://github.com/microsoft/responsible-ai-toolbox
https://pair-code.github.io/what-if-tool/
https://github.com/fairlearn/fairlearn
https://fairlearn.org/
https://github.com/google/ml-fairness-gym
https://ai.googleblog.com/2020/02/ml-fairness-gym-tool-for-exploring-long.html
https://research.google.com/bigpicture/attacking-discrimination-in-ml/
https://www.youtube.com/watch?v=fMym_BKWQzk
https://link.springer.com/content/pdf/10.1007/s12599-021-00716-w.pdf

[lononHWTEeNbHble MaTepMarsbl

* Model Cards for Model Reporting >

* Taxonomy of Machine Learning Safety >

Bce 6ypeT B Tenerpam-KaHarne


https://arxiv.org/abs/1810.03993
https://arxiv.org/abs/2106.04823
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